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ABSTRACT

The general physical processes are considered which determine the
intensities of infrared emission lines resulting from magnetic dipole
transitions between fine structure levels in certain abundant ions. Methods
for calculating the ionization equilibrium from data on optical line intensi-
ties are developed. Radiative recombination is treated in some detail and
general results are given for éveraged recombination Gaunt factors. Helium
radiative recombination line intensities are computed. By means of the gquan-
tum defect method, some additional important collision strengths are calculated.
Estimates of the infrared line spectra for a number of planetaries are presented

in a following paper.



I. INTRODUCTTION

Recently it has become clear that a large amount of the radiation
emitted from interstellar HII regions is in the form of far infrared line
radiation. The infrared emission lines result from transitions between
the different J-levels of the ground state terms of ions with 2pn and
3pn configurations; these fine structure splittings are usually about
AE ~ 0.01 - 0.1 eV. The important transitions are all of the magnetic
dipole type with Ay = &+ 1l; quadrupale transitions for which AT = 41, +2
are much weaker. IFor example, the ratio of allowed guadrupole to allowed
magnetic dipole intensities at a wavelength A ~ 15 is Iq/Im “'(ao/ah )2

~ 10'7

, Where a, is the Bohr radius and @ ig the fine structure constant.
The principal mechanism for the excitation of upper fine structure levels is
inelastic electron collisions; the levels are easily excited by this process,
since for typical interstellar HII regions and nebulae the incident electron
energies are Ee ~ kTe ~1 eV >> AE.

Some preliminary investigastions (Gould 1966) have shown that one can
expect to observe these infrared lines from planetary nebulae and a program

JF. C. Gillett and,
to carry out such observations has now been started by{w. A. Stein of the

University of California, San Diego and F. J. Low of the University of Arizona.
It is because of these planned observations that the present work was under-
taken. Our aim is to calculate, on the basis of dats obtained from optical
observations, the expected intensities of the observable infrared line

spectrum of the brightest planetaries. The results of these calculations

are given in the following paper (II). The usefulness of observations of

these infrared lines does not appear to have been generally realized. In addition

to providing information on the general structure of planetaries, valuable



information on element abundances could be obtained from measurements of
infrared line intensities. This is especially so since elements are found
in several stages of ionization in planetaries, and in some cases it is
difficult if not impossible to measure the gbundances of certain ions by
observing optical spectra. An example i1s the ion Ne+ which has no low-lying
optical levels (and so no electron collision induced forbidden optical lines)
but which has & low-lying fine structure level and an associated observable
infrared line. Moreover, we should like to emphasize that generally the
atomic parameters (cross section or collision strength and radiative transi-
tion probability) can be calculated more accurately for transitions between
fine structure levels than for transitions between optical levels. This is

because there exists a genersl method, the so-called Quantum Defect Method

(QDM, see Sect. III), which can be applied very well to collisional excita-
tion of fine structure levels, even though the energies (~ 1 eV) of the
inéident electrons are small compared to the energies (~ 10 eV) of the atomic
electrons. Also, the radiative transition probability can be computed very
easily and accurately for magnetic dipole transitions between fine structure
levels (Sect. III). Finally, it should be mentioned that the dependence of
the infrared line production rate on assumed electron temperature is much
weaker than for optical line production. Thus, the excitation and emission
processes are well understood and accurate element abundances could be derived
from accurate meagsurements of infrared line intensities.

In most cases collisional (rather than radiative) de-excitation of
upper fine structure levels can be neglected, so that the rate of production
of infrared photons from transitions in an ion 1 1is essentially proportional
to the volume integral of the product n.n_, where o, is the electron

density. Since the product npne of the proton and electron densitities
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integrated over the volume of the ionized region of the planetary nebuls
can be found from, say, the absolute HB flux, the problem of calculating
the flux Ji in an infrared line from the ion 1 1is essentially one of
determining the mean abundance <ni/np> of the ion relative to ionized
hydrogen. The general problem of the ionization equilibrium (or steady
state) in planetaries is considered in the following section (II); in this
section we also consider some -related problems of more general interest
such as the problem of determining the temperatures of central stars in
planetaries. We also give some general results applicable to the problem of the
helium gbundance. The last section (III) of this paper is devoted to the
problem of level population of fine structure states. In this section the
basic infrared excitation processes are trested in somé detail and results
are given of calculations of important associated atomic parameters.

While we shall go into detail on certain problems, we have not tried
to make improved determinations of general element abundances, although
this could be done by making full use of all the recent photoelectric
observational data. It is our hope that this can be done much better when
the infrared observations are completed.

We concentrate our attention on the calculation of the expected inten-
sities of 11 infrared lines (seefollowiizzfzhich, it appears, should be
observable from below the atmosphere because of the T-14p, 17-24W and other
"windows" at shorter wavelengths. The 9 ions involved are O IV, Ne II, Ne V,

Mg IV, S ITI, S IV, A ITI, AV, and A VI.



II. TIONIZATION EQUILIBRIUM

In this section we consider some of the basic atomic processes which
determine the ionization structure of planetary nebulse. We have found the
two excellent reviews by Seaton (1960) and Osterbrock (1964) very useful in
our work. Most of the older work on planetary nebulae may be found in the

(1962)

collection of papersl assembled by Menze%. Recent work on this problem has

. It is unfortunate that this compilation did not include any of the older
papers by Seaton and Spitzer and their collaborators which we shall be

referring to.

been done by Hummer and Seaton (1963, 1964), Hummer (1963), Harmon and Seaton
(1966) and Seaton (1966). TIonization equilibrium results from a balance of
photoionization by uv radiation from the central star of the planetary

and radiative capture. Thus, it is determined by the local electron density
ng and the effective temperature TO and dilution factor W of the stellar
radiation field., Our general aim here is to outline methods of determining
(essentially semi-emperically) the mean ionization of certain elements on

the basis of observations of the ionization of other elements (for example
oxygen and helium for which there are usually extensive data).

a) Photoionization

Consider the rate constants (in sec-l) Y, and Y, for photoion-
ization of the species A and B (ionization energies: IA and IB) at a given
point in a planetary nebula, assumed optically thin to the ionizing radia-
tion. If the temperature of the radiation field is TO and the radiation

is a diluted blackbody field we have, if IA/kTO s IB/kTO >> 1, (see Burbidge,

Gould and Pottasch 1963, hereinafter referred to as "BGP"; Gould 1966)



2
g -
Ya o A I, exp(- I,/kT)) (1)
Y g 2 - ’
B 5 Ig exp( IB/kTO)

where OA and GB are the threshold photoionization cross sections. The

principal assumption here is that a single temperature characterizes the

spectral (blackbody) shape of the radiation field. The model atmosphere cal-
(1965)
culations of B8hm and Deinzep[have shown that the deviations from a blackbody
be
distribution caq[large for photon energies greater than the HeII-Ly edge

(5.4 eV). However as long as one is not applying equation (1) when I, and

IB are on opposite sides of this edge, the error involved should not be very

great. Of course, results of employing the expression (1) should be most

accurate if IAfw IB B

minimel. In part (d) of this section we shall outline methods for the deter-

since then the error due to the uncertainty in To is

mination of To from optical line intensity data.

| An essential quantity required for these relstive ionization calcula-
tions is the threshold photoionization cross section which in some csses,
namely for ionized species, cannot be determined experimentally. Unfortunately,
photoionization cross sections are very hard to calculate, due to the oscilla-
tory nature of the integrand in the associated "bound-free" matrix element.
Nevertheless, a number of cglculations of photoionization cross sections
have been made for complex ions. Results of these calculations are summarized
by Seaton (1958); an additional compi%ation including some experimental results
has been given by Dichtburn and Spgéz 2%e have computed some additionsal
threshold photoionization cross sections by the quantum defect method as
developed by Burgess and Seaton (1960). For these calculations we have
employed the improved calculations of Peach (1966) and get o, = 0.1, 20,

+2  + +4
, A3,

gt gt2 o3 A

1, 0.2, 10, 2, b, 0.8 x 10°28 cm for z = Mg*, s*, s, %3, a*, A
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respectively. The essential idea in the method is to relate the phase
in the wave function of the ejected electron to the extrapolated value MI(O)
(principal quantum number n — ®) of the quantum defects in the pertinent

series of the bound levels of the species before ionization. Of
course, for some ions, especially the highly ionized species, very little
data exists on the high atomic energy levels, and the extrapolated quantum
defects cannot be determined accurately. Moreover, as Burgess and Seaton
have emphasized, in some cases the calculated value of the cross section
depends strongly on the adopted wvalue of u'(o). This is so in all of the
above cases when o, is small; therefore, these values are inaccurate and
could easily be off by a factor of three, in our opinion. In all cases we
have quoted only one significant figure for GZ . This reflects our general
skepticism of gll calculations of photoionization cross sections for complex

ions.

b) Radiative recombination

We consider first the case of recombination of purely hydrogenic

+{z) =z -
(2) of charge z: a+‘z) +e"a +(2-1) + Y
3

s L YRR \

ions & (v : photon). The num-

ber of these recombinations per cm” per second into levels of principasl quan-

tum number n (summation over orbital and azimuthal quantum numbers £ and m

s s . . +(z
is implied) is Qh L0.0 , where ne and n, are the electron and a (z)
) e 2

number densities respectively and Qn z is the recombination coefficient.
2

For an electron gas of temperature Te ) Qh 2 is given by (cf. BGP, Spitzer
)
1948)

1
4 " 2A(2kT /™m)2 y ¢ (¥) <gz,n)Te ; (2)

22

here A = 25 3-3/2 o3 m ao2 = 2.105 x 10~ cm2 (o = 1/137; a, = Bohr radius),

vy = zng/kTe = 2256 s qh(y) is the transcendental function-

-7 =



2 We use the notation of BGP; note that therein the exponent of (-x) in eq.

(Akb) should be r instead of r-1.

@©

3 Y/n2 ]ﬁ -1 -u
9,(v) = (v/07) e , ueMau (3)
y/n
and (gh z>T is an effective Gaunt factor, averaged over £ and over the
b4
e

veloclty distribution of the incident electrons.

Temperature averaged Gaunt factors have been computed by Glasco and Zirin
(196h). However, we have found their tables to be inadequate for our general
purposes. We require recombination coefficients for z up to 4 and since
temperature averaged hydrogenic Gaunt factors are functions of Te/z2 (Gaunt
factors are equal for equal values of Te/z2), a little reflection reveals

Tt B2 (1)

Zz,n T
e

Therefore, the temperature averaged Gaunt factor for an ion 2z may be found
by taking the value for hydrogen (z=1) at a temperature Te/ze (not zeTe as
Glasco and Zirin say). It would be very useful if the Glasco-Zirin tables were
extended to lower temperatures.

The recombination rate is essentially proportional to the mean value of
l/ve , the reciprocal of the incident electron velocity. Since the Gaunt
factor is a slowly varying function of electron energy we have approximated
the temperature average by the value of the Gaunt factor at the effective

energy Ee corresponding to this A

ff

& ) ~ & E .. = TkT/4 . (5)



(1961)
We have taken the Gaunt factors from Karzes and Latteg@ Comparison with

some of the Glasco-Zirin tables indicates that this procedure should be
accurate to better than 1%.
In a number of instances we require the total recowbination rate to

all levels, say, n > k . For this recombination rate constant we write

az(k) = 2A (2kTe/Tfm)%yﬁP(k)(Y) @z(k)>T (6)
e,n
here
Wy = D> ey, (M
n=k

and the last factor in equation (6) is an appropriately averaged (over n)
Gaunt factor. Clearly the weighting factors in this further averaging are

the ¢L which have the asymptotic expansion (BGP)

9.(y) = (L -ofy+ )fn. (8)

also,
Moreover, for large n,qh(y) is small (< n ) ;/most of the contribution to

the total recombination rate (6) comes from n </y = /Bez (vy eq. [81]).

Thus we take

(k) Q 1 4 1
<Ez >Te n ~ z n <§z,n>Te z z (9)
’ n=k n=k

We give values of this quantity for Te = 0.5, 1.0, and 2.0 x lOu °K in Table 1;

at these temperatures Vy = 6z, 4z, and 3z respectively. For the values en-

closed in parentheses in this table, the sum (9) consisted of only one term.
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The function Q(k)(y) may be found from the tabulation of Spitzer
(1948, wherein it is denoted by ¢k(y)) or in some cases from the analytic
formula derived by BGP. By the general procedures outlined here the recom-
bination rates can be calculated to an accuracy of better than 1% which is
at least as good as other methods devised such as that of Seaton (1959). In
addition, our method would seem to have more general usefulness. Perhaps
the calculations could be made even more accurately if Spitzer's (1948)
tables were computed to one more significant figure and if the Glasco-Zirin
tables were extended.

For the radiative recombination of complex iouns a+(z) + e~ a+(z-l) + Y

in which the principal quantum number of the outer electrons of a+(z'l) in
the ground state is k we take & hydrogenic approximation for the radiative

capture rate. That is, we take an expression of the form (6) with ¢ (g »

replaced by (see Elwert 1954, Tucker and Gould 1966).

o @ =" @+ @B 46 @, 0 5 (0
e,n e

b4

here Zk is the number of holes in the k-shell of a+(z) . The averaged g's
may be taken from Teble 1 and from Karzas and Latter (1961). Calculations of
recombination rates by this procedure are probably accurate to about 20%.

c) Hydrogen and Helium Recombination Spectrum

The recombination spectrum of atomic hydrogen has been computed by
Burgess (1958) and more recently and accurately by Pengelly (1964). In these
treatments only radiative processes are considered; effects of collisional
transitions have been investigated by Pengelly and Seaton (1964) and are
found to be of minor importance except for very high levels. By solving the

capture-cascade equations Pengelly has calculated the rate of emission of
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3

energy per cm” in the form of the Balmer lines. A convenient analytic
expression for this emission as a function of temperature is, for a Balmer

Hn line,

I(H:in — 2) = nenpen = oo AT, EnBe s (11)
where Be = IH/kTe » o, and n, are the electron and proton (ionized hydrogen)
densities, and the An are consfants. BGP have shown that this one-parameter
(An) fit should give the approximate temperature dependence of this line
emission rate. Actually, on comparison with Pengelly's calculations of the

HB emission we find that, to the accuracy of his calculations, the form (11)

L o

gives exactly his computed ratio of emission at 2 x 10 K to emission at

1 x 10u °k. Thus, certainly for HP emission, we expect equation (11) to

dependence
describe very accurately the temperaturg(of emission. By comparison with
Pengelly's calculations for "case B" (Lyman lines optically thick, the likely
state in planetaries) at lOl‘L %K we derive the values AB = 0.449 x lO_23
, and A = 1.290 x 1073, A, = 0.209 x 10723,
Ag = 0.115 x 10753, A = 0.07L x 10757, A; = 0.047 x 1073 in the same
units.

For the calculation of line intensities resulting from capture to and
cascade in HeI we take & hydrogenic aspproximation for the excited level
structure of Hel in principal quantum number. Using the definition of the
hydrogenic b , (cf. Pengelly 1964) which give measures of the n# level

3

population, we can write, in the hydrogenic approximation,

3 This procedure is slightly different from that of Seaton (1960) who cal-
culates the photon production rate or "effective recombination coefficient"
in this manner and then computes the line intensity using the exact wave-

lengths of the helium lines.
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+
I(Hel: i T a5+l L')

I(H: n 2 n’)

an(2L+l) Aln,L »n’, L)
)]

-
4 n=-1n -1

z z b o (2L#1) A(n,L - n', L)

L=0 L'=0

25+1 (12)

In equation (12) the b's are the hydrogenic values computed by Pengelly (1964);
the A's, the radiative transition probabilities per unit time, can be found
from the hydrogenic dipole matrix elements tabulated by Green, Rush, and
Chandler (1957). The Hel recombination line intensities can be written

(see eq. [11])
I(HeI: 1 = J) = mng .® , (13)

where we find, for example, = 5.18 x 10-26 erg-cm?’-sec-'l at Te = 10 K

Eij
for the line MLTl: h3D - 23P. We give in Table 2 the relative intensities

of other strong helium triplet lines calculated in the same manner along with

a calculation of the Al0829 line intensity; the calculations are for Te =

th °K and the dependence on temperature should be very weak. The AL0829:

3P "238 line intensity is computed by calculating the total rate of popula-

2
tion of the 23P level, since this level depopulates only by transition to
238. We compute this by including the effects of direct radiative capture to

53 3 3

P and cascade transitions from n”S and n~"D with n > 3; this cascade
population of 23P is computed in the hydrogenic approximation as in equation
(12). The results given in Table 2 are compared with those of Pottasch (1962)
with which the agreement is fairly good except for the AT065 1line. In this
case our result seems to agree generslly better with the recent observetions

of 0'Dell (1963a). While there seems to be wide variations (often amounting
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to a factor A=2) gamong planetaries in the observational helium line ratios
(which is hard to understand theoretically, unless it is due to collisional
processes) the calculated intensity ratios in Table 2 are in overall agree-
ment with the observations with the exception of AL0O829. Perhaps for this
infrared line the stmospheric extinction corréctions are very critical;
0'Dell's (1963) observations of NGC 6543, 6826, 7027, T662, and IC 418 give
intensity ratios of 2.3, 6.3, 41, 47, and 42 respectively for the intensity
ratio A10829/ MiLT1.

Qur main interest in the observations of the helium recombination spectrum
is in the information it provides on the helium ionization structure (and thus
the general lonization structure) of the planetary and in the application to
the determination of the central star temperature of the planetary. For
these problems it is necessary to determine the relative amount of doubly-
ionized helium. This can be done from an analysis of the Hell recombination
spéctra and in particular from a measurement of the intensity of the strong

line M#686 HeII:4 — 3. The energy emitted per co> in this line is nenHe+2€h3 ;

1.

with €h3 = 1.58 x 10-2u erg-cm?’-sec-l at T, = 10" %K as calculated by
Pengelly (1964). This allows the determination of the abundance of ionized
helium relative to ionized hydrogen in planetaries. Using the results of

caleulations at 10+ °K we find'

There seems to be a rather large discrepancy in the coefficient of the rela-

tion (14) determining n e+2/nH+ and the value given by Harmon and Seaton

Hi
(1966). Our number is based on Pengelly's calculations which were also cited

by Harmon and Seaton. The fact that their calculations are for Te = 1.5 x th °k

cannot explain the discrepancy. Needless to say, we have checked our result.
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CRITR I(HeI: NW4TL) |
?n:_nHH%T - 23 Ry (2)

nn .
<nen§i+2; ) 0.0785 §(§%¥I.Ah§862‘ ]
e

Note that it is not the average relative sbundances He /H and He+2/H+
which are determined in this ﬁanner but the ratio of the average abundances
weighted by the local electron density. Thus in a planetary in which there
are large density variations the total ionized helium to hydrogen ratio cannot
be determined accurately.

d) Central Star Temperature

The effective temperature of the radiation field at a given point
in a planetary nebuls is an essential parameter which determines the ioniza-
tion conditions therein. This is so essentially because of the exponential
dependence [see eq. (l)] of the photoionization rate on temperature. Deter-
ningtions of the temperatures 'To of central stars of & number of planetary
nebulae have been made recently by 0'Dell (1963b)and by Harmon and Seaton (1966).
The basic methods involved in these determinations are due originally to
Zanstra (1931, 1960) and the essential idea is the following: (1) the
apparent magnitude or intensity of the stellar emission continuum at some
particular wavelength or wavelength band is compared with the intensity of
some particular line of, say, the hydrogen recombination spectrum, or (2)
the intensity of a hydrogen recombination line is compared with the intensity
of a line of, say, the recombination spectrum of neutral helium. The point
is that tzzzgioduction rate of the recombination line is directly related to

the total recombination rate which in turn is equal to the total number of
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photons emitted per second from the central star with energy greater than

the ionization energy of the recombined species. Thus, the ratio of the
observed quantities in both method (1) and (2) are independent of the distance
to the planetary and of the radius of the central star. For the determination
of the central star temperature we have employed the second method (2), since
for some planetaries, for example NGC TO2T7, the central star has not been
identified. On the assumption that all the ionizing photons emitted by the

central star are absorbed in the nebulas we can write

( ) N, (H)
e A (15)
e"Het %het - N;({He

where the average is over the volume of the ionized matter, the o's are

the recombination coefficients and the Ni's are the number of photons
emitted per second by the central star which ionize the species. We make

the assumption that s fraction ¢ of the H-ionizing photons from the star

are absorbed in the gas and an identical fraction (@) of the He-ionizing and
Het-ionizing photons are absorbed. Since the nebula often does not completely
surround the central star this fraction is not always unity(see Harmon and
Seaton 1966). Further, we assume, in all cases, that photons of energy
greater than 4Ry are absorbed only by He+, and photons of energy between
1.807Ry and 4Ry and between 1Ry and 1.80TRy are absorbed by He and H respec-
tively. The ionization problem is complicated by the effect of the ionization
of atomic hydrogen by photons from the 218 - llS two-photon emission con-
tinuum in He. As a result, about 60% (see Hummer and Seaton 1965) of the

photons which ionize He-atoms result in recombination and cascade photons

which ionize H-atoms. Similarly, some of the 2s - 1s continuum of He' ionizes
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last
He. However, we neglect thi§[effect; the relative number of these photons

compared to the He-ionizing stellar photons is small since Ni(He+)/Ni(He)
(usually)
is approximately proportional to exp[-(h-l.8OT)Ry/kTo] << 1/. Thus we

assume this number is always small, so that

Ni(H) Fi(x.H) - 0.k Fi(x.He)
N (He] ~ F; (e )

1
(16)
N, (He) Fy ()
where
() " ax / (17)
F, = —— s x =1/kT . 17
1 xZ l{z eX - l Z Z (@]

The function F, can be found from the "Debye function" tabulated by
Abromowitz and Stegun (1965). These relations can then be substituted into
equations of the form (15) where the left hand side can be determined from
the observed line ratios as in equation (14). In the calculation of the
recombination coefficients we count only captures to excited states, assuming
the photons from direct capture to the ground state just ionize other atoms
of the same species. By equation (6) we find, at T, = ].Ol‘L %, X = Gy =
01(2) = 2.52 x 10713 emd sec-l, O%e+2 = OE(Z) = 1.50 x 107 emd sec”t.

We shall apply these relations to the determination of To's in the follow-
ing paper. We might mention here that the exact value of ¢ , the fraction of

the ionizing photons that are absorbed in the nebula, does not come in to the

+
analysis if it is the same for the ionization of H, He , and He+. For this
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reason the method may be superior to that of 0'Dell and Harmon and Seaton
(op.cit.) in which the method (1) is employed. We shall compare our results
for T_ with theirs.

The recent work by BShm and Deinzer (1965) who computed the spectral
distribution of the stellar radiation field from model central stars of
planetary nebulae must be mentioned. Based on model atmosphere calculations,
they found appreciable deviation from a blackbody form, especially beyond
hw = 4Ry at which they found (for a star of T, = 10° %K) a reduction of about
an order of magnitude in the spectral emission; this is due to absorption by
He+ in the stellar atmosphere. We have not corrected for this effect. As a
result, tempergtures determined from HeIIl recombination line intensities may

be on the high side.

III. LEVEL POPULATION AND LINE EMISSION

a) Level Population

3

The energy emitted per cm~ per second from a transition from state

i to state J in atom & 1is

I(a:i = 3) = n_, Aij(Ei

- Ej) s (18)

where Ei and Ej are the corresponding energies of the fine structure
levels, Aij is the radiative transition probability per unit time for 1 - j

3

and nai is the number of atoms per cm” in the state i. The transitions con-
sidered here are of the magnetic dipole type with AF = + 1, and the asso-

ciated Ai can be computed easily from the general formula derived by

J
Shortley (1940) for LS coupling conditions. The ni(a) is then the quantity
to be calculated; it can be found by writing down the conditicn for a steady state

(Seaton 1960): the number of (collisional and radiative) transitions
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to level 1 from all other levels is equal to the number of transitions
from this level. Let LA denote the fractional population of level i

and Pik the transition probability per unit time for i —k . Here
Pik = Be%x * Ak | (19)

where n,6 1is the electron density, Ly = <0ikve> is the electron colli-
sional rate constant, and the radiative transition probsgbility Aik is zero

if Ek > Ei . Then the steady state condition is

Wiz Py =z VP zwi:l . | (20)

k k i

By detailed balance %k and g are relagted by

U/ %y = (4/9) exo UE; - B )/RT ], (21)

where the W®'s are the degeneracies (2J + 1) of the levels. In our applica-
tion we consider only transitions within the same optical term which is always

the ground state term. The total number of fine structure levels within this

term is either two (J = =

(denoted here by 1 anf
levels wit@[ E, <E, equation (20) is simply

5 2) or three (J = 0, 1, 2). 1In the case of two
2)°

Zg. =_T12_ = _.niq.l2____ (22)
vy o 1w, DAy * Ay

which approaches neq,lg/A21 and (ué/ui) exp[(E2 - El)/kTe] in the low and
high density limit respectively. TFor the case of three levels the specific
expressions are much more complicated. However, in the high density limit

the relstive population number approaches the equilibrium value
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W,

;" wiexp(-Ei/kTe)/Z wiexp(-Ei/kTe) . In our case where radiastive de-

excitation is predominantly by megnetic dipole emission with AT = + 1,

radiative transitions are to the level directly below since always E. <E

J J+l
(or the reverse). Then if the levels are ordered according to their energy,
we can write in the low density limit where collisional deexcitation is

is
negligible and where the ground statq( predominantly populated

m
I(a:i —3j) - nenao(Ei -:EJ) z qok', (low density) (23)
- k=i

here o denotes the ground state and m the highest fine structure level.
That is, every collisional excitation to a level higher than i produces,

in the cascade, an 1 = J photon. On the other hand, at high densities

wiexp(-Ei/kT )
) Ai < 2
g7 Z W, exp(~E,/kT_)

I(e:i = 3) - naT(Ei -E (high density) (24)

here Dop = z n.s is the total density of the atom & . It should be noted

that in the low density limit the emission per unit volume -goes as the square
of the density while at high densities it is proportional to the density. The
collisional rate constant 9y 3 can be written in a convenient form if the

collision strength Qi 3 is defined, where, in terms of the electron colli-

sion cross section oij »

cij = ﬂﬂij/wi(p/fl)2, (25)

where p 1is the momentum of the incident electron. Then, on the assumption
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that f& is independent of the energy of the incident electron, one finds,

J

on integrating over a Maxwellian electron velocity distribution, for deexcita-

tion (E1 > Ej)’
yy = €9y “’iTel/2 (26)

where C = (2T¢k)l/2 h2m-3/2 = 8.63 x lO-6 em3 sec'l(oK)l/2 ; excitation rates

4y can then be found from equation (21). Calculation of (gj is most easily

performed with the help of the quantum defect method discussed in part (b) of
this section.

As illustrative examples of the electron density dependence of the populae-
tion of fine structure levels we give in Figure la and 1b the results of cal-

culations of the -population of fine structure levels in the ground state terms
1
2
and three levels (J = 0, 1, and 2) in S III; the ground states of these species

+3 2 2, .23
are O : 2p Pl/2 and S : 3p P

of O IV and S IIT . There are two levels (J = = and %) in the system O IV

o These are examples of systems from
which infrared photons are emitted (see the following paper) and illustrate
the characteristic densities where the changeover occurs from the low to high
density éondition. The calculations were performed for a gas with an electron
temperature ~Te = th OK. We then plot the relative populations v, as a
function of electron density. In Figure la for O IV we have plotted the
relative population w3/2_
ground gtate is just wl/2 =1 - w3/2 . The dashed lines in the figure denote

of the upper (J = %) state; the population of the

the populations in the low and high density limit or approximation; at high
densities the relative populations are the equilibrium values which gre inde-
pendent of demsity; in fact, for the electron temperatures we consider,

Ei/kTe << 1, and the high density limits reflect essentially the relative
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degeneracies. For the case of the three levels in S III (Fig. 1b) the
dependence on density is more complicated; in fact, the relative population

of the middle level J =1 shows a maximum at n_ =~ 8 x 105 ew™3. This
effect of a pile-up in this level occurs in other ions besides S III and
results essentially from the relatively long lifetime for the J =170
radiative transition relative to that for J =2 ~ 1. We show as the dashed
lines in Fig. 1b also the low.and high density limits to the relative popula-
tions W Wps and Wse We shduld like to emphassize that, as Figures la and 1lb
show, the characteristic densitiés at which the dependence on density is strong
(or where collisional deexcitation is important) is, for some infrared lines,
~10% cn™3, that 1s, typical planetary nebula densities. This means that by
infrared observational methods of this type electron densities could be deter-

mined.

b) Collision Strengths - the QDM

The line emission per em> can be calculated from equations (18), (19)
and {20) once the collision strengths féj for the inelastic processes are
known for the elements involved. ‘Some of these collision strengths have been
teken from calculation or estimates by Seaton (1958), Osterbrock (1965), and
Blaha (1964). We have calculated those which were not availsble, using the
popular quantum defect method (cf. Seaton, loc. cit.). The basis of this
method is the fact that the partial-wave phase shift for low-energy elastic
electron-ion scattering is equal, in the limit of zero electron energy, to
11M'(E), where uI(E) is the quantum defect for the system of electron plus
ion extrapolated through the ionization limit to positive energies. In

practice, the extrapolation from available level date may be difficult or

impossible, and observed u’(-~|E|) must be used.
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It
should be emphssized that the method as developed applies in the elastic
limit in that the fine structure levels of different J are approximated
as being degenerate. This is also assumed in setting equal to unity the
coefficient of exp(2i6) in the partial wave cross section, implying equality
of the total probaebility current for the incident and scattered electron.
Becguse of this inherent approximation the method should not be valid for
very slow collisions, say for a thermal gas where kTe.S B, where O&F 1is
the level separation. For our appliéation kTe ~1 eV >> AE; however, one
would be led to question the application of the result of the method to the

-calculation of coliisional cooling by this process in HI reglons where
KT_ ~107% eV (cf. Seaton 195%).

In the QDM applied to scattering the S-matrix for scattering from states
J "J'{ is transformed by means of 9-j coefficients to a representation
suitable for using the quantum-defect-derived elastic phase shifts. The
procedure i1s described by Seaton (1958) and Osterbrock (1965). Table 3
gives the results of our calculstion.

The collision strength for thé % - % process in Mg IV was cal-
culated using the formulas given in Osterbrock (1965); note that in his e,
T& should be read for g - The quantum defects were derived from the lower,
Russell-Saunders-like, levels of Mg III (Moore, 1958). s, p, and d partial
cross sections are calculafed from the observed spectrs and the contributions
for other £ were estimated by the distorted wave method, using an atomic
radius kindly supplied by P. J. Kelly (private communication).

The collision strength for the A VI % - % transition was not cal-

culated because there were too few quantum defects available. This ion is,

however, & member of the isoelectronic sequence treated by Blaha (196L4); the
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Vainshtein relation discussed by him can be used to estimate the A VI
collision strength. Of course, the value obtained is only very approximate:
As Blahs points out, the Vainshtein relation does not seem to hold very
well for the Si II isoelectronic sequence.

Collision strengths for the ions with thrée ground fine structure
levels were calculated as described above with the 9-j coefficients for

an enso
J=0 -1, 1 =2, 0 = 2 tmsition?'%éiiw. s-, p~ and d-
wave quantum defects were available"(Mbore 1958) for S III and A III; other
partial waves were estimated as deséfibed above using Hartree-Fock (r2>
private communication,

values (Czyzak l96éf—ﬁzii§?77——~> The case of A V was somewhat less satis-
factory: d-waves were not available, and the contribution from the d-waves
was so important in the other two cases that the calculated A V results
seemed suspect. This was so, especially, because the distorted-wave-tail
(Seaton 1955b) contribution for d-waves is large for 0 — 2 and 1 ~— 2
transitions and.zero for O — 1. In the presence of this uncertainty,
the calculated values for 1 — 2 and O — 2 were accepted as estimates
and the other transition, 0 — 1, was scaled up from the S III resplts.

From what we have just said, the difficulties of applying the quantum defect

method must be evident. For many ions, one is indeed fortunate to find one

set of d-wave defects; the method, however, really requires an extrapolated
value: in cases where such an extrapolation is possible, the initial and
the limiting quantum defects are often significantly different from each
other. This comment should not be taken as ingratitude in the face of the
development of a method which gives at least some information where there
was none before. Nevertheless, we think it is misleading to guess at d-wave
quantum defécts and then (as has happened) quote the resulting collision

strength to four significant figures. This caveat applies to our Table (3):
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the AV and A VI results gre indicated as estimates, as discussed above.
In addition, however, the other calculated values are good only as long as
the f-wave contributions are small (probably a good assumpti;ézggiérbrock
1965) and as long as the observed quantum defects for low n are close to the
extrapolated defect. When phrased just as stafed, the last is a rather poor
assumption; however, there may be a saving grace that only the differences
between defects occur in the collision strength: hopefully these differences
are somewhat less sensitive to extrapolation than the values themselves. At

any rate, we recommend caution in the use of the quantum defect method.
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TABLE 1. AVERAGED RECOMBINATION

GAUNT FACTORS

— (k) B ' L o
€, 7 (T, = 0.5 x 10" "K)
e,n
1 2 3 L
zZ
1 0.882 0.937 0.960 0.974
2 0.893 0.938 0.956 0.966
3 0.899 0.940 0.956 0.965
L 0.905 0.944 0.958 0.967
— (k) B 4 o
(gz >T (T, = 1.0 x 10" ")
e,n
1 2 3 4
Z
1| 0.877 0.939 0.967 (0.983)
2 0.885 0.93k4 0.954 0.967
3 0.892 0.936 0.954 0.964
4 0.897 0.939 0.954 0.964
— (k) _ ko
¢ Z >T (T, = 2.0 x 10" K)
e,n
1 2 3 4
Z
1 0.878 0.947 (0.978) (1.008)
2 0.883 0.937 0.960 0.975
3 0.888 0.936 0.956 0.968
L 0.893 0.938 0.956 0.966
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*
TABLE 2. CALCULATED HeI RECOMBINATION LINE INTENSITY RATIOS

Line Intensity Ratio
Present Work Pottasch (1962)

AL026 : 55D — 23p 0.46 0.53
MLTL ¢ 43p - 23p . 1.00 1.00
A5876 33D "23P 2.75 2.80
ATO65 33s -.231: 1.77 0.46
\.0829 23P - 23s 5.50 h.o1

* for 10% %K




TABLE 3. CALCULATED COLLISION STRENGTHS

(see text for discussion of accuracy)

ion J,J3! ' QJJ"
Mg IV 5,3 0.31
A VI % , -g- 3 (estimated)
S III 0, 1 2.1
1, 2 h.2
0, 2 0.7
A IIT 0, 1 1.8
1, 2 4.3
0, 2 0.96
AV 0, 1 3 (estimated)
1, 2 4
0, 2 2
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Fig. la.

Fig. 1b.

FIGURE CAPTIONS

of the J = level in O IV as a

POk

Relative population w
° Pop 3/2 .
function of electron density o, for Te = 10" °K. The low and
high density limit approximstions to w3/2 are shown as dashed

lines.

Relative populations of the J =0, 1, and 2 levels in S III
as a function of electron density n, for Te = th °k. The

low and high density approximations are shown as dashed lines.
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ABSTRACT

Estimates are given on the basis of optical data, of the expected
infrared line intensities from nine bright planetary nebulae (see Table k).
There are & number of lines from these planetaries which should have inten-

6

sities in therange lO-18 to lO-l watts/cmg. Ionized helium abundances
and central star temperatures are derived for these planetaries. Also,
improved estimates are given of the expected thermal bremsstrahlung radio
emission from these nebulae, assuming that they are optically thin to radio

radiation; comparison with radio observations indicates generally satis-

- factory agreement with these calculations.




I. INTRODUCTION

Applying the basic theory developed in the previous paper (Delmer,
Gould, and Ramsay 1967, hereinafter referred to as "I"; we shall also
refer to equations therein as, for example, (I-1k4)), we now proceed to
estimate the intensities of lines in the infrared spectra of some of the
brighter planetaries. We have chosen as subjects the planetary nebulae
NGC 7027, IC 418, NGC 6572, NGé 6543, NGC T662, NGC 7009, NGC 6826, NGC
6210, and NGC 6720. These planetaries, in the order given, have the

largest absolute HP fluxes after correction for interstellar extinction,

. and were chosen from the list given by Osterbrock (1964). We have chosen

from this list only the "small" planetaries subtending half-angles of less.
than about 10 seconds of arc; the more extended objects would not 1lie
completely within the receptance cone of large telescopes. We have also
concentrated on ele?en lines (see Table33)9fromkthe nine species O IV,

Ne II, Ne V, Mg IV, S ITI, S IV, A IIT, AV, and A VI. Once the parameters
of the nebulae, the electron density and temperature, are determined, the
infrared line intensities can be found from knowledge of the ionization condi-
tions and from a measurement of the absolute intensity of some line, for
example, HB. The central problem in the calculation of the infrared line
spectra is that of estimating ionization conditions in the planetary. This
is very difficult for most elements, since usually they exist in several
stages of ionization, and in some stages there are no low lying optical
levels and so no observable forbidden optical lines. However, in some cases
an ion may have both low lying optical levels and ground state fine structure
splitting; in this case the infrared line intensity from transitions between

the fine structure levels may be estimated directly from the optical line




intensity from the same ion. 1In general, however, semi-theoretical calcula-
tions of ionization conditions are very difficult and thus must be regarded
as only rough estimates. For this reason our predicted infrared line inten-
sities in some cases must be regarded as only order of magnitude estimates.
However, our purpose in this work is not to pfedict accurate values of the
intensities but to give estimates to be used as a guide for future observa-
tional work. We emphasize that it is the observational results which will be
of greatest value for the information they contain on element abundances. We
hope that our theoretical work will serve as a useful guide in the interpreta-
tion of the observations.

In the following section (II) we shall indicate the sources of optical
data on planetary nebulae and give our assumed parameters of the planetary
such as the electron density and temperature. We shall also give the results
of our determingtions of the helium abundances and also our determinations of
the temperatures of the central stars of the planetaries. In section III we
discuss essentiglly our basis for estimating absolute line intensities from
various planetaries; this is the data on absolute flux measurements of HB.
We also give improved‘estimates of the radio thermal bremsstrahlung continuum
fluxes expectgd in the optically thin regions of the radio spectra. The
results of our calculations of the detailed infrared spectra are given in
the last section (IV). As we shall show, there are a number of different
lines from a number of planetaries which should have intensities in the

8 16

range 107 1o 10° Watt/cm2. Present observations can detect signals
of about 0.5 x 10-16 w/cme, while improved techniques could allow detection

of signals as low as lO-18 W/cmz.



II. OPTICAL DATA AND PARAMETERS OF PLANETARIES

We list in Table 1, for the planetaries under consideration, some
important references for spectroscopic optical line intensity data; most
of this work has been done by Aller and his collaborators. We make use of
this data in making estimates of the ionization conditions in the planetaries.
This data, along with determinations of the absolute HP fluxes (see Table 2)
allow estimates of the intensifies of the infrared lines. In Table 1 we also
list values of the electron density and temperature adopted in our calcula-
tions; these were taken from works by Aller (1956, 1964) and Seaton (1960).

. In some cases more accurate values of n, and Te could be derived from
the more recent optical data. However, for our rough estimates of the
expected infrared line intensities precise knowledge of these quantities is
not required in most cases.

Also listed in Table 1 are the derived abundances of lonized helium
relative to ionized hydrogen (actually, the ratio of the mean abundances
weighted by the electron density, see I). These quantities were computed
from equation (I-14) using the measured line intensities. The derived abun-
dances quoted were determined, in the individual cases, from the spectro-
scoplic date as given in the source listed first in Table 1; that is, for
NGC 7027 the helium abundances were dervied from the data of ABW while for
IC 418 the 0'D data were used, etc. In making these choices of (hopefully)
the best source of data we were guided by the measured values of ﬁé/HB and
HeI A 4026/\ 4471 which, according to theory, should be 0.26 and 0.46

respectively at Te = th ©

K. These line intensity ratios should be very
weakly dependent on electron temperatures and for these relative helium

abundence calculations we have taken Te = lObr °k throughout. By comparison,
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the average of the values for the adopted data sources is 0.24 and 0.50
respectively, in good agreement with theory, considering the uncertainties
of measurements and approximations in the theory. The problem in deter-
mining the total (weighted) helium sbundance is complicated by the fact
that we have no way of measuring the amount of neutral helium. In low
excitation planetaries like IC 418 the proportion of neutral helium should
be appreciable while in high excitation planetaries like NGC 7027 and NGC
7662 the amount of neutral helium in the ionized regions should be small.
One might argue that to evaluate the mean total helium abundance in plane-
taries one should take preferentially the higher total ionized helium values,
since. for these presumably the amount of neutral helium is small. The largest
such value in Table 1 is 0.19 for NGC 6543. However, as we have emphasized,
one reglly determines the ratio of the abundances integrated over the volume
of the ionized region and weighted by the electron density. Thus, even if
the helium abundance were exactly the same in each planetary, systematic
density fluctuations would result in apparent differences in the total ionized
helium abundance derived from the recombination spectra. In fact, for some
planetaries such ags NGC T02T7 it is generally believed that there do -exist
considerable density fluctuations. On the basis of the data summarized in
Table 1 we shall assume a total (neutral, singly and doubly ionized) helium
to ionized hydrogen ratio of 0.18 for all planetaries. This hypothesis allows
us to estimate the fraction of neutral helium in each planetary, which in turn
allows estimates of ionization ratios in other elements.

For its great importance we have also evaluated the ionized helium abun-
dance in the planetary nebula K648 in the globular cluster M15. The impor-
tance of this planetary lies in the fact that, being a "halo" object, its

element abundance may be representative of primordial matter. Using the line
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intensity measurements of 0'Dell, Peimbert, and Kinman (1964), we find
<nenHe+ )/ (nenH+> = 0,147, and (nen.He+2 Y/ (nenH...> < 0.025. It appears that
the helium sbundance in this planetary is "normal" in striking contrast to
the oxygen to hydrogen abundance ratio which is down from the solar value
by a factor of 60. It is clear that this resﬁlt has bearing on the recent
determingtions of the helium abundance in the atmospheres of halo horizontal
branch stars by Sargent and Searle (1966).
Finally, in Table 1 we give the results of our determinations of the

temperatures of the central stars of the planetaries. These results are

derived from the ionized helium to hydrogen ratios, that is, essentislly
| from the measured intemsities of HB, HeI MiL71, and HeII M686 (see eq. (I-14)).
The temperatures. are derived from the basic relations (I-16) and (I-17). When
good measures of the He'® abundances from the HeII M686 line were available,
this density relative to hydrogen was used to determine the temperature To,
since this ratio has a strong dependence on To. In other cases the tempera-
tures were determined from measures of the He+ abundances. We should emphasize
that the temperatures derived in this manner are not dependent on thevmagnitude
of the density fluctuétions in the planetary. This is so essentially because
both the total recombination rate and total rate of production of the associated
recombination lines involves the same type integral over the volume of the
ionized region of the planetary. We compare our results for TO with those
of Harmon and Seaton and of 0'Dell; comparison of our basic methods is given
in I. Disagreement with the Harmon-Seaton results is never very large, but we
disagree by a factor of two with the value derived by 0'Dell for NGC T7662. We
feel our value is more reasonable, in view of the fact that this nebula is
known to be a high excitation object. Moreover, we feel that O0'Dell's deter-

mingtions may be in error due to a numerical mistake in the basic equation (k)
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of his paper. We were unable to reproduce the derived value of the constant
term in this equation. The equation is definitely inconsistent with his

equation (2) with the value of the constant therein.
ITI. IONIZATION MEASURE

In the low density limit where collisional de-excitation is negligible,
the observed intensity of both collisionally excited lines and lines result-
ing from radiative capture and cascade is given by an expression of the form

-Tf;

e
5 /ﬁneniEZdV ; (1)

Ly

J'e‘:

here T, 1is the interstellar and atmospheric absorption optical depth, d

is the distance to the planetary, neni€£ 1s the energy production rate per
ems for the line (cf. eq. (I-11)), and the integral is over the ionized volume
of the nebula.' In the case of collisional excitation n; is the density of
the ion from which the line is emitted; when the line results from radiative
recombingtion, ng is the density of the recombining ion. It is clea? that,

given the abundance of the ion relative to hydrogen, the line intensity is

determined essentially by the amount of ionization

I = fnen}ﬁdv, (2)

if the atomic rate constant 82 is known. The quantity I/d2 can be computed
from observational data in two ways: (1) from measurement of the absolute HPB
flux and (2) from measurement of the radio thermal bremsstrahlung from the
nebula. FEach method has a drawback; method (1) requires correction for inter-
stellar extinction, while method (2) requires a correction if the nebuls is

not optically thin to radio radiation; method (2) also requires a correction
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for the contribution of ionized helium to the thermal bremsstrahlung. We
have chosen to employ method (1) using absolute HP fluxes, corrected for
interstellar extinction (Osterbrock 1964). However, we shall also make some
comparison with the radio measurements.

As we have shown in I (eq. (I-11)), for HB emission the temperature

dependence of the parameter 85 is

= Ag 7.2 kB, (3)

where Ag is a constant (0.449 x 10723 c.g.s. units) and Be = IH/k'I'e . This
simple form (3) is very useful, and represents the temperature dependence of
HP emission very well in the temperature range corresponding to planetary
nebulae. We have employed this equation, using the electron temperatures
given in Table 1 and the observed corrected HP fluxes, to determine essen-
tially the quantity I/d2. The problem of estimating the ion abundance

ni/ nH+ involves procedures differing in detail for the different planetary

je shall discuss some individual cases in the following section.

For the case of an optically thin nebula there is a very simple relation-
ship between the intensity of the radio thermal bremsstrahlung spectral con-
tinuum FB,v (in ergs/cm2-sec-Hz) and the total intensity I g (in ergs/cme-sec),
of the HPB 1line, corrected for interstellar extinction. Using the Born approxi-
mation bremsstrahlung cross section to calculate the spectral radio emission

from e-H+, e, He+, and e-He'Z encounters (cf. Tucker and Gould 1966) one

finds, in c.g.s. units,

F <n n > <n n +2> f/n .
2 - 0.805 x 10'1”< 14+ o eHt' ) Te'He v )
Tup W) @, ) TP,




where o, = 2kTe/TY v with I I = 0.5772 (Euler's constant); it has
been assumed that there are no large temperature variations in the nebula.

The magnitude of the terms in parentheses in equation (4) may be found for

the individual planetary from measurements of helium to hydrogen line

intensity ratios, using equations (I-14%). Thus, from a knowledge of the
absolute HP flux IHB from the planetary and from measurements of Hel

and HeIl recombination line intensities relative to HB one can compute the
expected intensity of the radio continuum; this has been done by Osterbrock
(1964). We have repeated hgs caleulations, making use of our equation (4);

it should be noted that, simce <, Be >> 1 , the dependence on electron

| temperature of our calculatld ratio (4) is very weak. Our calculations

should be somewhgt more accurate thaﬁ Osterbrock's, due essentially to use

of our accurate expression ({3) for HB emission and our more accurate in-
clusion of the effect of iodized helium. We give in Table 2 the results of
these calculations, using the absolute HPB fluxes given by Osterbrock

(loc. cit.) and the data in Table 1. Our EB,v is calculated for vV = 3000 MHz
which is the highest freqfency at which there is extensive radico observations
of planetaries; it is comphred with the observations (Menon and Terzién 1965)
at this freaiency and with| the calculations of Osterbrock at 1400 MHz. The
difference iﬁ the calculated values due to the different frequencies adopted

amounts to only about 5% (exact dependence as in eq. (4), F slightly

B,V
lower at higher frequencies). We see that our calculated value is always
larger than Osterbrock's and always larger than the observational value. That
the observational value:s are lower should certainly be the case, since we have
assumed that the nebule is optically thin, and some of the radiation, even at

such high frequencies, is being absorbed in the nebula. In fact, from the

frequency plots of data |at 750, 1410, and 3000 MHz by Menon and Terzian it is
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clear that some of the nebulae are not optically thin at 3000 MHz. Speci-
fically, NGC 7027, IC 418, and NGC 6572 definitely do not appear to have
spectra characteristic of optically thin objects, so it is not surprising
that the observational FB,v is smaller than the calculated value. More-
over, the observation of NGC 6543 at 3000 MHz seems suspect when compared
with the observations at lower frequencies. Thus, one can account for all
the large discrepancies in Table 2 between calculations and observations.
On the other hand, for NGC 6720 radio observations indicate that the nebuls
is optically thin and we also see from Table 2 that our calculated radio
intensity at 3000 MHz agrees well with the observed value. In summary, it
- appears that the general radio observations of thermal bremsstrahlung from
planetaries can be understood on the basis of the observed optical recombina-
tion spectra. Undoubtedly, further information on the structure of plane-

taries not optically thin to radio radiation may be gained from more detailed

analysis of this data; this is not the subject of this paper, however.
IV. CALCULATED SPECTRA

a) Atmospheric Transmission

The transmission of the atmospheric gases in the infrared region is a
difficult problem to treat theoretically because the photon absorption takes
place within the quite complex vibration - rotation bands of (principally)
water vapor and CO

and (less importantly) NO,, O, and CH . Only experi-

2 3
mental results are reliable at present for quantitative work; furthermore,
the experimental absorption values themselves may be easily contaminated by
the presence of dust or by a non-uniform distribution of water vapor; in

addition, the typically extreme jaggedness of measured absorption curves

suggests that measurements at a given wavelength may be quite dependent on
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bandwidth. Therefore, it is not surprising that experimental results are
sometimes conflicting; examples of these conflicts are discussed below. It
seems, really, that there 1s no substitute at present for an independent
calibration of infrared trensmission for each experiment; such a calibration,
involving fitting the observed moon i-r spectrum to a black-body model, is
described in Sinton and Strong (1960). It may be helpful, however, to give
our best estimates, derived from various experiments, of the atmospheric
transmission T for the infrarea lines we consider. Table 3 gives the values

of T calculated from the relstion
InT = = @y - Bwl/z, (5)

where @ and B are constants, and w is the amount of precipitable water
in the atmospheric path: w = water (pr.mm) ~ 10 at the zenith. The values of
@ and B are taken from the various sources as given below.

L.4o2k and L4.525u: Gates and Harrop, 1963. The « value is that
which they define as "continuous" absorption, the B is their fit of the
"selective" absorption data to the "strong random band model". (See their
paper for a discussion).

T7.893u: Gates ahd Harrop again, but this time their best fit is to B =0
and @ equal to a continuous plus selective ébsorption. This is the weak random
band model, in this approximation, of course, Lambert's Law of exponential
absorption.

8.990, 10.53, and 12.8i: Anthony (1952). Here absorption is small and
the exponential law should hold. The two smaller wavelengths are dominated by
the "continuous" absorption in Gates and Harrop and do not agree with these;
agreement with Bignell et al. (1963) is good. The absorption in the region of
the 12.8p line, not treated by Gates and Harrop, 1s larger in Bignell et al.
Anthony's experimental point, however, is right at our line, a distinction

which may be important.
- 11 -




13.1#; Farmer and Key (1965) give values for this region of the
spectrum. However, they admit that all their transmissions at these wave-
lengths may be low, so that we have adopted their 13.1K to 12.8p ratio and

o
then scaled an 13.1

shapes are smaller for these two, CO2 absorption not yet being very large

using Anthony's &, g- (Their absorption curves

at 13.1p.)

18.68u: interpolated from Anthony (1952). This is again a smaller
absorption than Bignell et al. or Farmer and Key.

21.84p, 24.2p, 25.87u: Farmer and Key have a near monopoly on data
here, and their single points are (very tentatively) fitted to a strong-
random band model (suitable to high absorption regions). There is the
additional difficulty here that their spectra tracings show our two
longest lines very near big absorption pesks, so that small Doppler shifts
or a widening of bands with increase of water vapor may greatly change the
transmission value.

b) Infrared Line Spectra

Table L4 lists the calculated values of the line intensities for the
nine planetaries considered here. Line intensities are listed only when
their estimated values exceed 10-18 W/cm2. .The first column gives the

for w = 10 pr.mm, ’
atmospheric transmiégio%ZEt the wavelength of the line, i1.e. the factor
by which the tabulated intensities must be multiplied to give the expected
intensities at a ground based observation point. Parentheses indicate
intensity values which may be off by a large factor (sometimes exceeding 30).
Such large errors would be due to uncertainties in the determination of the
abundance of the radiating ion (see Introduction).

In cases where the infrared line intensities can be estimated from

optical observations of forbidden lines of the same ion, the values should
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be accurate, since such observations give a measure of the abundance of the

ion in a region of low enough electron density to allow forbidden line emission.
In contrast, recombination lines may not be a measure of the abundance of ions
capable of forbidden line emission. Indeed Aller (1964) comments that for NGC
6572 part of the O line intensities used in his calculations of the O abundance
may not originate entirely in the nebula, but may come from the central star.

+
The few ions which emit both infrared and optical forbidden radiation are S 2,

M;ﬂ NG L

B Af and observationél data are not always available for these. Thus,
in many cases, another, less accurate method must be used. The other method
(giving rise to the values of Table 4 listed in parentheses) is one of compari-
. son of the relative abundance of ions of one element with the known relative
ionic abundance of another element (here either O or He) using equations (I-l)
and (I-6). The ionic sbundances of He are listed in Table 1; O+ and O+2 abun-
dances can be gotten from their forbidden line radiation; in some cases, Aller
(1964) has computed the ionic abundances of O. Once comparison gives the rela-
tive ionic abundances of an element, the ionic abundance can be fixed either by
fixing the abundance of one ion from its forbidden line emission, or, in the
case where there are no observations of forbidden lines, by assumwing a totsl

abundance for the element. In the latter case Aller's (1964) abundances were

used. The ionic abundance is then used to determine the intensity.

2 2 L

For the calculation of relative sbundances of ions like S s A > and AT
from opticel forbidden line data it is necessary to know the relevant atomic
collision strengths. As yet, calculations for 3pq configuration have only

been done for S+ by Seaton (1958). We have estimated the collision strengths

for other ions X#Q : 3pq by comparison with the 's for the corresponding
. +Q . 5.9 . q . . ,
ion Y : 2p in the 2p configuration. That is, we take

Ax? ;3% ~ Ay : 2p?)
os* @ 3pd) qo* : 2pd)

, (6)
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using the results of Seaton's (loc. cit.) calculations for s', O+, and Y %
In the second method comparisons can be made in several ways. For example,
consider the problem of determining the ionic abundance of Ne' in IC L18.
Low (unpublished) has observed a flux of about 10-16 W/cm2 from this plane-
tary near 13W. This has been interpreted earlier (Gould 1966) as Ne II
emission. From comparison with O+/O++ derived from forbidden lines, one gets
Ne'/Ne'" ~ 5. sSimilarly, from a comparison with Heo/He+ one gets Néo/Né+ ~ .3
indicating Ne is mostly singly ionized. Using Aller's total Ne abundance and
this latter ratio, one then gets the intensity listed in Table 1 which agrees
with the observations. However, if one uses the obser&ed NeIII abundance as
 derived from an observed forbidden line, one gets an intensity which is 100
times less (this would also indicate Ne to be underabundant by a factor of
100). This result probably arises from & combination of inaccuracies in the
atomic constants used in the calculation (mainly photoionization cross sections)
and deviation from the simple homogeneous model assumed for all the planetaries.
Realizing the possibility of such large errors, the line intensities were
calculated keeping in mind that neither large deviations from the average abun-
dences are to be expected, nor are deviations from the excitation of fhe plane-
tary as indicated by the temperature of the central stars to be expected. Thus
one would expect less Ne++ than Ne+ in the low excitation pianetary IC 418.
Similarly one would expect less s than s™  in NGC 6210 even though com-
parison with O++/O+ would suggest the contrary. There was in this case no
other reasonable means of computing the ionic abundance of S. Such inconsis-
tencies lead one to expect & large error in some cases. However, whenever more
then one method of calculation was available, the most 'reasonable' value was

selected.

Finally, a plot of the infrared spectrum of NGC 7027 in the region of
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the forbidden line emission is shown in Figure 1. The plot demonstrates

how the lines stand out above the Bremsstrahlung continuum. Note that for
continuum

this planetary the backgroundlshould be observable,as indicated by Stein

(1967). For the purposes of plotting, the line shapes were assumed to be

flat over a Doppler width corresponding to + 35 km/sec. The study of

and Weedmsan .
line profiles in planetaries by Osterbrock,Milleg[(l966) indicates that

this is a reasonable broasdening to expect.

We have benefited from conversations with F. J. Low, W. G. Mathews,
and W. A, Stein. This work was supported in part by the National Science

~Foundation and in part by NASA through Grant NsG-357.
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Table 2.

RADIO CONTINUUM EMISSION FROM PLANETARIES

Nebula

lOg IHB

B, V
(ergs/cmg-sec) (10-26 W/m2 - Hz)
(Osterbrock 1964)
Obs., VY=3000 MHz Calc., V=3000 MHz Calc., w1400 MHz
(Menon and Terzian (this work) (Osterbrock 196L4)
- 1965)
NGC T027 ~ 8.78 6.2 9.1 6.2
Ic 418 - 9.06 1.6 4.8 3.2
NGC 6572 - 9.22 1.0 2.5 2.2
NGC 6543 - 9.32 0.9 2.0 1.8
NGC 7662 - 9.56 0.9 1.4 1.0
NGC 7009 - 9.66 0.8 0.99 0.8
NGC 6826 - 9.68 0.86 0.8
NGC 6210 - 9.76 0.7k 0.6
NGC 6720 - 9.91 0.55" 0.57 0.4

extrapolated from lower frequencies.
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Table 3. ATMOSPHERIC ABSORPTION PARAMETERS

Transition A o g T for
(ion: I J2) (microns) (pr mm)"l (pr mm)-l/2 w=10 pr mm.
MIV: = -3 4. 4o 0.012 0.79 0.07

g "2 2

3.1
AVI: 275 4. 525 0.012 0.71 0.09
AV: 2°-1 7.893 0.12 0 0.30
AIII: 1 ~2 8.990 0.0067 0 . 0.94%
3.1
SIV: £ ~53 10.53 0.006k 0 0.94
NII: = ~3 12.8 0.012 0 0.89

e - 2 2 » . .
AV: 1°0 13.1 0.11 0 0.33
S IIT: 2 1 18.68 0.096 0 0.38
A III: 0~—1 21.8 0 1.2 10.02
NV: 170 ol 2 0 0.85 0.07
0 IV: % -'% 25.87 0 1.2 0.02
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FIGURE CAPTIONS

rum of NGC 7027 plotted along with the thermal

inuum. Line widths were computed assuming &
line shape over wavelengths corresponding to

v = + 35 km/sec.
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